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Abstract nodes than the case to deploy nodes in intended positions.
] ) We proposed a centralized method that prolohgoverage
~ In this paper, we propose a decentralized method for max-jifatime of a WSN with surplus nodes by activating minimal
imizing lifetime of data collection wireless sensor networks umber of sensor nodes forcoverage and letting the remain-
(WSNs) by making minimal number of nodes operate and j,g nodes sleep[9]. Since it is a centralized method, it does
putting other nodes in sleep. We divide a target field into ot gcale as the WSN size grows, due to computation over-
multiple grids and make nodes in each grid locally achieve heaq for deciding active and sleep nodes and communication

k-coverage. We can reduce energy consumption of WSNqyerhead for notifying the computed sleep scheduling.
by minimizing the number of active nodes required for

coverage. However, coverage degree is likely to go to ex-
cess beyond near border between grids when deciding ac-
tive nodes in each grid independently. To solve this problem,
our method decides the minimal set of active nodes for ad-
joined grids at different times so thatcoverage of a grid is
achieved taking into account the coverage in its neighboring
grids. Through computer simulations, we confirmed that the
proposed method achieved distribution of WSN processing
with a small decrease @fcoverage lifetime compared to the
centralized algorithm.

In this paper, we propose a decentralized method that pro-
longsk-coverage lifetime of a WSN with surplus nodes based
on sleep scheduling. In the proposed method, we assume that
much more sensor nodes than the minimal requiredkfor
coverage are deployed over the target sensing field. We also
assume that each node has three modes: sensing, relaying,
and sleeping, and it can change its mode anytime. Each sen-
sor node with sensing mode covers the circular region with a
certain radius centered at its position. Each sensor node with
other modes can send and receive data with other node. Each
node with sleep mode can only change its mode to sensing or

Keywords: wireless sensor network, distributed algorithm, relaying, butit consumgs much I.ess POWer. o
k-coverage, lifetime maximization Our target problem is to decide a schedule of switching

operating mode of each sensor node that maximizeg:the
coverage time of the target field by the given WSN. This is
a typical combinatorial optimization problem and for large

In recent years, wireless sensor networks (WSNSs) consist-Sizeé WSN, it is expected to be very hard to obtain the op-
ing of many small sensor nodes have come up to realize applitimal solution in a short time. In the proposed method, we
cations such as environmental monitoring and object tracking.divide the target field into grid sub-fields (callgdds, here-

Ina typ|ca| WSN, sensor nodes dep|oyed over the target Sensafter) so that the node with the h|ghest battery amount in each
ing field periodically senses environmental data and the datadfid becomes a leader and decides the schedule of all nodes
are collected at a sink through wireless multi hop communi- in the grid. By the above process, we obtain the schedule of
cation among the nodes. An examp|e app”cation of such aa" nodes in the target field. Here, if we allow a leader of
WSN is temperature management in agricultural field where €ach grid to completé-coverage of the grid independently
WSN is required to operate for a long time[1]. Many studies Of other grids, coverage degree near grid border is likely to
have been devoted to prolong WSN lifetime[2][3][4] be larger thark, uselessly. To cope with this problem, the

Some WSN applications like border guard require accu- proposed algorithm paints all the grids with black and white
racy in sensed data as well as robustness of the system. Soni¥® that neighboring grids do not have the same color. Then,
studies [5][6][7] introduced the constraint calléecoverage  the algorithm lets white and black grids compléteoverage
of the target sensing fields-coverage means that any point alternately in this order so that the black grid nodes can effi-
in the target field is covered by the sensing range of at least ciently complete:-coverage by considering the area already
sensors. There is a WSN deploying method [8] that scatterscovered by the white grid nodes.
sensor nodes from the air for an environment where it is dan- For evaluation of the proposed method, we conducted com-
gerous or hazardous for people to approach the target fieldputer simulations and measuredoverage lifetime. We com-

In this case, it is difficult to accurately deploy each sensor pared the proposed method with the centralized method pro-
node in the intended position. Thus, to achiéveoverage in posed in [9]. As a result, we confirmed that the proposed
such an environment, we need to scatter much more (surplusjnethod achieved a certain level of WSN processing distri-

1 Introduction
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bution with about 14% decrease loftoverage lifetime com-  geographical field i&-coveredif any point in the field is in-
pared to the centralized method. cluded in the sensing ranges of at leastensor nodes. In

The following Section 2 outlines related work. We for- WSNSs, information for the same place obtained by multiple
mulate our target problem in Section 3. Section 4 presentssensor nodes is more accurate than that from only one sensor
the proposed algorithm to compute operating mode of eachnode.
sensor node and the data collection paths that maxikize Bai et al. discussed about the optimal locations of sensor
coverage lifetime in a distributed manner. We evaluate our nodes fork-covering the field[5]. However, it takes high costs
method in Section 5. Finally, Section 6 concludes the paper. to deploy alarge number of nodes on the expected position ac-

curately. There are also some studieg:toover the field by
2 Related Work mobile nodes. Wang et al. proposed a method to guarantee
coverage [6] of the target field for an environment where mo-

There are three types of WSN applications; (1) event de- bile and static sensor nodes co-exist. In this method, sensor
tection type, (2) query sending type, and (3) data collection deployment musk-cover all points in the field. This method
type. The event detection type WSNs let sensor nodes thatonserves the moving power of mobile sensor nodes and de-
detect events send their sensing data to the sink. The queryploys those mobile nodes to guarantee theoverage of the
sending type WSNs let sensor nodes that receive the querywhole field. Katsuma et al. proposed the method that pro-
send their sensing data to the sink. The data collection typelongsk-coverage lifetime of a WSN using mobile nodes and
WSNss let all active sensor nodes send their sensing data tatatic nodes[11]. In this method, mobile nodes move to cover
the sink. We target the data collection type WSNs. For exam-a field for k-coverage, and data collection tree is constructed
ple, a system callefleld serverwas proposed in [1]. Many to distribute energy consumption among all nodes. However,
illuminance and temperature sensors are deployed in agriculimobile nodes are more expensive than static ones, and they
tural sites, and the data sensed by these sensors are collectechnnot smoothly move on rough ground. Then, mobile nodes
Users can get illuminance and temperature data at each spatannot always be applied to all WSN applications.
in the target area with field servers and improve the crop en-  To overcome above difficulties, we proposed a sleep schedul-
vironment based on the obtained information. Field serversing method that prolongs-coverage lifetime using only static
are expected to operate without maintenance for two years ohodes[9]. In this method, minimal number of nodes are acti-
more. Similarly to field server, most WSNs are expected to vated to satisfy:-coverage, and other nodes sleep. If battery
operate for along time. However, since each sensor node usedf a node runs down, one or more sleep nodes are activated to
for a WSN has a limited amount of battery, WSN lifetime is complement it. However, it is a centralized method, and the
also limited. Thus, many research efforts have been made tasink calculates and sends results to all nodes. Then the com-
reduce power consumption in order to extend the lifetime of putation time and the communication overhead significantly
the whole WSN. increase according to the number of nodes.

Heinzelman et al. proposed a method for reducing total |n this paper, we formulate thie-coverage lifetime max-
data transmission amounts by merging the data received frommization problem with surplus nodes, and propose a dis-
multiple sensor nodes[10]. Since this approach may dete-triputed sleep scheduling algorithm to solve it.
riorate sensing quality with respect to spacial and temporal
density of sensing data, some applications that always need
sufficient sensing quality may not accept such a quality de-

terioration. There are many studies using sleep mode for |, ihis section, we present the WSN model and formulate

reducing energy consumption. The sleeping sensor nodegne probhlem of maximizing WSN lifetime whilé-covering
consume small power, but do not communicate with other e t4rget field by deciding schedules for operation modes
nodes, and become active after specified time interval. In [2], 5t sensor nodes and constructing a data collection tree. This

Cao, et al. proposed a sleep scheduling method which lets,opjem formulation is the same as in [9]. The notations used
nodes sleep when they need not communicate, in order to save, his paper are summarized in Table 1.

the overall power consumption in WSN. Keshavarzian et al.
roposed a method to minimize the number of active nodes . N

gndpguarantee that the event information sensed by senso$'1 Model, Assumptions, and Definitions

nodes is delivgreq tothe sink in a spegified tim§[3]. Ma et al. (1) Assumptions on Target WSN

proposed a distributed sleep scheduling algorithm based on

TDMA for query sending type WSNs[4]. This method con- We suppose a WSN in which many small battery-driven sen-

siders the energy consumption for changing sleeping modesor nodes are deployed irtaget field Sensor nodes period-

to sensing mode and does not frequently change the mode ofcally sense such environmental information as temperature,

sensor nodes. However, these studies target event detectionumidity, sunlight, or moving object, and send it by multi-hop

type WSNs or query sending type WSNs. Data collection communication to a base station callsidk We denote the

type WSNs requiring:-coverage are not considered. set of points in the target field, a sink, and sensing frequency
The sensor node deployment problem for efficiently cover- asF'ield, Bs, andl, respectively. We denote the set of sensor

ing the target sensing field is another big topic. Here, a givennodes byS = {s1, ..., s;}.

3 Problem of WSN Lifetime Maximization
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Each sensor node has three operation mosessing re-
laying, andsleeping A node whose operation mode is sens-
ing, relaying, or sleeping is callegtnsing nodeelaying node
or sleeping node We denote the sets of sensing, relaying,
sleeping nodes by = {u1,us,...}, V = {v1,v9,..}, W =
{wy,ws, ...}, respectively, wherd/ UV UW = S. Each

sensor node is denoted by. Each sensing/relaying node
can change its transmission power so that the radio transmis-
sion radius can be adjusted depending on distance to a specific
peer node'. Since there is little influence on radio interfer-
ence when sensing frequentys small enough, we assume
that packet collision between nodes is negligible. A trans-

sensing/relaying node can change its mode instantly. Eachmitted packet is always successfully received if the recipient

sleeping node can change to another mode when it wakes u
after a specified sleeping time elapses.

Table 1: Notations

mode (sensing/relaying node) is within the radio transmission
range, and always fails if outside of the range. We assume
that each node uses only one-hop unicast communication by
designating a recipient node.

(2) Assumptions for Power Consumption

Each sensor node has a battery, where the initial energy
amount is denoted hy;,.;; and the remaining energy amount
at timet is denoted by.energy[t]. Each node consumes en-
ergy for data transmission, data reception, and sensing data,
and even during idle time and sleeping time.

PowersTrans(z,d) and Recep(x) required to transmit
z[bit] for d[m] and receivex[bit] conform to Formulas (1)
and (2), respectively[10].

Trans(x,d) = Eejec X T + €gmp X T X d"

1)

Recep(:L‘) = Eelec Xz (2)

Here,E,;.. ande,,,, are constants representing the power
required by information processing and the power for ampli-
fication, respectively.

PowersSens(), Listen(y), andSleep(y) required to sense
DIbit] data, listen to whether radio messages come or not for
y [sec.], and sleep foy [sec.] conform to the following for-
mulas (3), (4), and (5), respectively.

Sens() = Eelec X D + Esens (3)
Listen(y) = Elisten X Y (4)
Sleep(y) = Esieep X Y 5)

Here,Eqens, Elisten, aNdEg .., are constants representing
the powers required for sensing data, listening for 1 second,

number of sensors to cover eath and sleeping for 1 second, respectively.

| Notation | Meaning \

Field the target sensing field

Bs andBs.pos sink and its position

1 sensing frequency in Hz

D size of data obtained by node

Ty sensing radius of each sensor

T maximum communicable distance
of each sensor node

n power attenuation co-efficient far
antenna

Trans(x,d) power required for a sensor node [to
transmitz bits for d meters

Recep(x) power required for a sensor node [to
receiptz bits

Sens() power required for a sensor node [to
sense

Listen(y) power required for a sensor node [to
listen fory seconds

Sleep(y) power required for a sensor node [to
sleep fory seconds

C(s) energy consumption of sensor node
s per seconds

S set of sensor nodes

U set of sensing nodes

|4 set of relaying nodes

W set of sleeping nodes

s.pos, s.energylt], | position, remaining battery amount

s.range, s.desc, | at time t, sensing range, number

ands.send of descendant nodes, and next hop
node of a sensor node

k
point in target field.

Each sensing node covers a disk with radiyusentered at

the node. We denote the covered range of sensing nadg
by s.range. Each sensing node obtains data by sensing. We

3.2 Problem Definition

If a particular set of sensing nodes are used for a long time,
their batteries will be quickly exhausted. Then, it is necessary
to dynamically change the set of sensing nodes. So, we for-

assume that the data size is fixed and the data are sent to th@ulate a problem to derive schedules of when and to which

sink without compression or aggregation along a multi-hop
path (consisting of only sensing and relaying nodes) to the
sink. We denote the data size by

mode each sensor node should change at each time during
WSN operation time. Fig. 1 shows an example of schedules.
Let ¢ty andt.,q denote the initial WSN deployment time

Each sensor node has a wireless communication capabilityand the earliest time when ttiecoverage of the WSN is no

and its radio transmission range is a disk with a certain radius
centered on it. Maximum communicable distance of each

ICMU 2012 18

LRIS mote [12], for example, is capable of changing its transmission
power from -17.2[dBm] to 3[dBm].
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longer maintained due to battery exhaustion of some nodessatisfied for any set of sensing nodes. Then, we define the

For eachs € S and each € [ty, tend], let Mode(s, t) denote
the operation mode of at timet. Then, for eacly € S, we
denote a schedulrodeschedul® switch the operation mode
of s during time intervalto, t.,q4) by the following formula.

U

te [tst,a,rt 7tend]

{Mode(s,t)}

(6)
A recipient node to which a sensor nodesends a data
at time¢ is denoted bySend(s,t). We denote a schedule
sendschedulto switch the destination node sfduring time
interval [to, tenq] by the following formula.

U

t€[tstart,tend)

modeschedule(s, [tstarts tend]) =

{Send(s,t)}

(1)
Given the information on the target fieldield, s.pos, s.
energy, ands.range for each sensor node € S, the po-
sition of a sinkBs.pos, and constant&.;.., Fsens, Eiistens
Egieep, €amp» 1, D, andl, our target problem for maximizing
the WSN lifetime denoted by, ¢ is to decide the schedule
schedule(s, [to, tend)) fOr each node € S that satisfies Con-
dition (8).

sendschedule(s, [tstart, tend]) =

Yt € [tstart, tend], |VP0s € Field,|Cover(pos,t)| > k.
(8)

Here,

Cover(pos,t) = {s|s € S A pos € s.range A
9)

Condition (8) guarantees-coverage of the target field. In
general,k-coverage can be achieved by a part of all sensor
nodes U C S) whose remaining energy amounts are not ex-
hausted.

Mode(s,t) = sensing A s.energy(t] > 0}.

time
|
I

nodel RN

}
/

mode

node? H—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—H—I—H\\\\
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Figure 1: Schedule for Switching Operation Mode

We define the WSN lifetime;; ;. as the time from initial
deployment to the time when the Condition (8) is no longer
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following objective function (10):

maximize (t;;7.) subject to (8) (10)

4 Decentralized Algorithm for Maximizing
k-coverage Lifetime

4.1 Outline

grid ¢; grid ¢;

Figure 2: Example of excessive coverage

White grid [BIERERE] Black grid
Black gria [UNPRN]

- o
¢'s neighbor grid

Black grid

White grid [ESETE White grid [EINGRE]

RIIE N White gria BUERTUCE White grid

¢'s communication-

guaranteed grid

Figure 3: DividingFigure 4: Neighbor Grid and
White and Black Grid Communication-Guaranteed
Grid

The problem explained in Section 3.2 is a combinatorial
optimization problem, and it is difficult to find an algorithm
to quickly derive the optimal solution. In [9], we proposed a
centralized heuristic algorithm to derive a semi-optimal solu-
tion. In this paper, we propose a decentralized method for this
problem.

In the proposed method, the field is divided into multiple
sub-regions calledrids. By k-covering each grid, the entire
field is k-covered. However, if we determine the minimal set
of sensing nodes fdk-covering each grid independently, ar-
eas close to grid boundaries may be excessively covered by
nodes in two neighboring grids. For example, Fig. 2 shows a
case that either node E or H has to be activated for 1-coverage
of the entire field. Nodes G and J are also such nodes that
only one of them has to be activated at a time. However, if we
do not synchronize node selection processes in two gfids

Copyright © 2012 by Information Processing Society of Japan.
All rights reserved.
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Figure 6: A black gridc; is 1-covered taking into account the

Figure 5: A white gride; is 1-covered coverage of white grid;

andc; in Fig. 2 and coverage is computed independently, it is at the same time in step 1. In step 2, after black grids con-
difficult to uniquely determine which nodes to activate, and it firm that computation is finished in neighboring white grids,
is possible that both nodes E and H are activated. Thereforecomputation in black grids is perfomed based on coverage in-
in the proposed method, we try to solve this problem by mak- formation given as a result of computation in white grids.
ing neighboring grids to compute at different times. In order  Before the proposed algorithm is executed, all nodes sub-
to complete the entire computation in two steps, we classify ject to computation of the same grid communicate with each
all grids into two groups: white and black, like a checker- other, and obtain the residual energy, positions and unique IDs
board as shown in Fig. 3. In the algorithm described later, of all the other nodes. The sink sends the information of the
after a set of active nodes fércoverage is determined in  sets of nodes belonging to and subject to each grid, respec-
each white grid, another set is determined in each black grid,tively, by flooding.
considering the coverage of the white grids. The nodes to be
activated are computed periodically. When the computation4.3 Proposed Algorithm
starts, the node with the largest remaining battery energy in
each grid becomes the leader of the grid, and it determines
set of nodes to be activated in the grid.

Hereafter, we describe the initial configuration during node
deployment, and the algorithm executed after deployment. In

the initial configuration, division of the whole field into grids outes the schedule of operating modes for the all nodes. The

and cla§5|f|cat|on of the grids into V.Vh'te and black groups are algorithm is executed after the nodes are first deployed and
determined. In the proposed algorithm, a schedule of operat-

ing modes and routes for collecting data are determined. configured. .
We need to set the time to wake up for the nodes that are set

to sleep. In order to allow those nodes to receive the compu-
tation result from the leader, they are woken up every period

We first describe the initial configuration. T.

First, the entire field is divided into grids. The grids are ~ Below, we describe the algorithm executed on each grid.
denoted bycy, cs, ..., ¢, The set of all nodes in grid; is
calledbelonging sebf ¢;. The set of nodes that are subject
to the computation ok-coverage in gridc; consists of all
nodes whose sensing range intersegtgind this set of nodes
is calledset of nodes subject to computationsgf In order to
make the distance between any node in a grid and any node
in its 8 neighboring grids less than the radio range, the shape
of each grid is set to a square whose sides are shorter than

557 As Fig. 4 shows, the surrounding 8 grids qgfare 4. In each white grid, the leader node determines the set of
calledcommunication-guaranteed grids$ c; . sensing nodes thatcovers the grid (explained later).

We paint the grids into black and white so that any two ad-
joining grids have different colors (Fig. 3). By the algorithm
described later, computation is performed in all white grids

In this subsection, we first describe an overview of the en-
Gire algorithm, and then deatils of the algorithm executed in
each grid tok-cover it.

In the proposed algorithm, a leader of each grid is deter-
mined every period” calledduty cycle and the leader com-

4.2 Initial configuration during deployment

1. Each node collects battery information for nodes sub-
ject to the same computation by communicating with
each other.

N

. Alleader node is selected at each grid (explained later).

3. Each leader node notifies the information of itself to the
members of belonging sets of all the neighboring grids.

5. If there is a grid that cannot Becovered, then finish
the operation of the WSN.

2Here, we assume that the radio ramgés sufficiently larger than sensing 6. In ea.Ch white grid, routes for collecting data from all
rangers. sensing nodes to the leader node are constructed
ICMU 2012 20 Copyright © 2012 by Information Processing Society of Japan.
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7. The leader node of each white grid sends coverage in-method, nodes L, M, K, N and | are addeddoin the order
formation to leader nodes of neighboring black grids  of how big area it contributes to the 1-cover #heas shown
in Fig. 6. As shown above, we can avoid the case that both

8. In each black grid, the leader determines sensing nodes,sdes E and H or both nodes G and J become sensing nodes.
to k-cover the grid after the leader receives coverage

information from all neighboring white grids ) . .
Collecting data in each grid

9. If there is a grid that cannot becovered, then finish

the operation of the WSN. Here, we describe how to determine routes to collect sensed

data to the leader node. Each sensing node regards the leader

10. In each black grid, routes for collecting data from all node as a sink, and they send data using multi-hop communi-

sensing nodes to the leader node are constructed cation along these routes for energy saving. We describe the
way to collect data to the sink later.

11. Leader nodes of all grids send operation mode change By Equation (1), the communication load depends on the
notice to the nodes subject to the same computation,amount of data and the distance. WSN for data collection re-
and the nodes receiving the notice change their operajays towards a sink, data received from its ancestor nodes in
tion mode. addition to data sensed by itself, and this shortens the battery

life. On the other hand, if we send data to the sink by a single-

hop communication, the communication distance from the
nodes distant from the sink becomes large, and it consumes
large amount of energy. Thus, we use the Balanced edge
selection method [11] in order to equalize energy consumed
for transmission among all nodes. Then, in order to shorten
the transmission distance for each link in the tree, we modify

All nodes in the belonging set of each grid communicate with the data collection tree by Relay selection method[11]. This

each other, and they get to know the highest remaining bat-méthod is to find the node that has the largest communication

tery energy of other nodes. Then, the node with the highestload according to Equation (1) and use a sleep node to relay
remaining battery is selected as the leader node for each gridthe€ communication for this link.

If there are more than one node that have the highest remain-

ing battery, the node with the lowest ID is selected. Here, the Collecting data to sink

leader node can be uniquely determined, and thus it does not )
need to send an acknowledement. Here, we describe how to collect data from leader nodes to the

sink. Balanced edge selection method can be used only if all
positions of nodes and remaining battery energy are known.
Thus, we propose a new data collection method that can be

In order to extend thé-coverage lifetime, we save the battery used with local information.
energy by making the number of nodesktaover as small In this method, when the WSN is operated and each leader
as possib|e, and making other nodes re|ay communication omode retains the data to be sent to the sink, this leader node
sleep. The leader node of each grid determines the set of sengommunicates with leader nodes that are closer to the sink
ing nodes for efficiently:-covering the grid by theequential ~ than itself, and they get the information of residual energy
activation methodhat we proposed in [9]. The sequential ac- for those nodes. By sending the data to the node with the
tivation method is a greedy method that incrementally adds alargest residual energy, the energy consumption can be equal-
node with the largest contribution area fecoverage into the  ized while the data are collected to the sink.
set of sensing nodes untitcoverage is achieved. The algorithm executed by each leader node is shown be-

By using figures, we now explain how the proposed method low.
eliminates excessive coverage when the entire field has to be
1-covered. In Fig. 2, we suppose thatis a white grid and 1. Getthe positions of leader nodes that are in the communicati
cj is a black grid. In the proposed method, the white grid guaranteed range.
c; first determines the sensing nodes to 1-cayausing the
sequential activation method. Here, suppose that nodes A, B,
C, D, F, G and H become sensing nodesdpas shown in
Fig. 5. The leader node @f sends the coverage information
that consists of sensing nodes whose sensing regions intersect 3 Receive sensed data from all nodes in the responsible
¢; to the leader of black grid;. Here, the information is that grid, or wait until it receives sensed data from a leader
nodes H, F and G are selected as sensing nodes. Then, the  pode of another grid.
set of sensing nodes that 1-coveyds determined. Here the
set of sensing nodes that covefsexcept the area covered by 4. Communicate with all transmission-destination candi-
nodes H, F and G is determined. By the sequential activation date nodes and get the residual energy information.

12. Operate the WSN fdF, and then go to step 1.

Below, we describe the details of each part of the algorithm
and how to collect data when the WSN is operated.

Selecting leader node

Deciding sensing nodes

2. Make all leader nodes that are in the communication-
guaranteed range and closer to the sink&esmission-
destination candidate nodes

Copyright © 2012 by Information Processing Society of Japan.
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Table 2: Simulation Configurations

| Parameter | Value \

Initial energy amount of each node s.energy = 32400J (by referring to [10])
Power consumption coefficient for data processing | E.;.. = 50 nJ/bit (by referring to [13])
Power consumption coefficient for signal amplificatiom,,,, = 100pJ/bit/n¥ (by referring to [13])
Power consumption coefficient for sensing FEgens = 0.018J (by referring to [14])
Power consumption coefficient for idle time Ejisten, = 0.043J/s (by referring to [14])
Power consumption coefficient for sleep time Egjeep = 0.000054J/s (by referring to [14])
Area of sensing disk of each sensor rs = 20m? (by referring to [15])
Size of data for sensed information D = 128bit (by referring to [16])
Sensing frequency 0.1Hz (by referring to [16])

5. Send the retaining data to the transmission-destination 1000000 Froposed Tiethod —— —

candidate node with the largest residual energy (the sink Centralized Method xx
is assumed to have unlimited power supply). soo000 g

600000 -

6. Goto step 3.

sec.

400000 - B

- 200000 [ B
1 . >Q. I; Sa
‘ iL \i B Leader node ® 500 ‘eoo ‘700 no;set;o ‘900 iooo 1100
T u ﬁ W v Candidate
Figure 8: 1-Coverage Lifetime
Sl VP i N U e W
W
1000000 T T
| | ‘ | ‘ Contaised Mthod
Sink
800000 [ B
Figure 7: Example of Routing Between Grids . 600000 |- .
The example of this algorithm is shown in Fig. 7. The 400000 - ]
transmission-destination candidate nodes of node P are de- 200000 L |
cided to Q, T, and U by Step 2. The node with the largest
residual energy of these three nodes is selected to the recipi- O o 0 a0 s oo 1100
ent node of P by Step 5. The transmission-destination candi- nodes
date nodes of node R are also decided to U, V, and W by Step
2. Similarly, R sends the data to the node with the largest Figure 9: 3-Coverage Lifetime

residual energy.
» The configuration of this experiment other than Table 2 is

5 Experimental Validation provided as follows.

We have conducted computer simulations for measuring ~ ® Fi€ld size: 50mx< 50m

the k-coverage lifetime by the proposed method, and com- ¢ Gyid size: 10mx 10m
pared thek-coverage lifetime with the centralized method [9].

As a common configuration among the experiments, we e Position of the sink: around the south (bottom) end in

used the parameter values shown in Table 2. For all the ex- the field

eriments, we used a WSN simulator which we implemented
i?] Java and executed the simulator on a PC with In?el Corei7- * Number of sensor nodes: 600, 700, 800, 900, and 1000
2600 (3.40GHz), 8GB memory, Windows7 Home Premium,
and Sun Java Runtime Environment 6.0.240.7.

Centralized Method periodically decides a set of sensing Note that the size of the target field and grid size should
nodes thak-covers the entire field by the sequential activation be appropriately decided so that each grid can be sufficiently
method and constructs a data collection tree connecting all thek-covered for a given number of nodes and coverage degree
sensing nodes by Balanced edge selection method. k. Thus, we used field size 50m 50m and grid size 10nx

Required coverage:=1 and 3
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