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Abstract

In this pape, we describe the concept of flowing sensor net-
works for monitoring drainage pipes or riverfront scenes with
a group of flowing sensor nodes and discuss the design of al-
gorithms for selecting active nodes to collect large amounts
of sensing data with small battery-powered flowing sensor
nodes. We assume that the chance of communicating with
a sink node in the flowing sensor network is limited to the
narrow areas around access points (APs) which are generally
located on to the inside of the manholes of drainage pipes or
at limited points along a riverfront. In order to backup mea-
sured data and to send the data to APs which the sensor nodes
encounter, some nodes have to be ready to receive data from
other nodes and to identify signals from APs so that sensor
nodes can forward the data to the APs. We used simulation
to investigate the performance for selecting active nodes of
based on LEACH and HEED as well as that of am iproved
HEED-based algorithm we developed. The proposed algo-
rithm easily outperformed the other two.

Keywords: Wireless sensor networks, Energy saving, Clus-
tering

1 Introduction

It takes a lot of time and human resources to monitor the
condition of underground drainage pipes which are widely
spread. Although using sensors to monitor such a condition is
useful, it is difficult to place many sensors in drainage pipes,
because the environment in drainage pipes is dangerous due
to poisonous gasses and the risk of water accidents. Sensor
nodes equipped with cameras, gas sensors, humidity sensors,
etc. have shown promise as a way to reduce both the time and
the labor to place and maintain many stationary sensors.

We have been investigating the feasibility of floating mul-
tiple sensor nodes down a water flow in a drainage pipe and
collecting measured data from the nodes using access points
(APs) attached to a limited number of manholes. Similar
techniques can be used for monitoring the condition of ru-
ral riverfront areas and geographical features after major dis-
asters such as floods, landslides, and earthquakes. We term
such networks flowing sensor networks.

Figure 1 shows a typical overview of a flowing sensor net-
work. We assume that sensor nodes can communicate with
APs only when they are in the narrow areas near the APs due
to the limited wireless communication range of sensor nodes

and APs. We also assume that, in order to reserve its limited
battery power, each node wakes up only when it measures val-
ues. To send the measured data to APs, each sensor node first
has to establish a link with an AP and must therefore keep the
communication interface active so that it can receive the sig-
nals from APs. It is problematic because keeping a wireless
interface active wastes energy, so it would be more suitable
to have some sensor nodes be always active and others work
only intermittently. In such a strategy, a sensor node wakes up
and measures a value, sends the data to one of its neighboring
active nodes and then goes to sleep. When an active node re-
ceives a signal from an AP, it connects to the AP and forwards
all the data which it has received from its neighboring sensor
nodes.

The active nodes should be selected carefully so that the
sensor nodes can work long enough and reliably enough to
send the measured data to the APs. We must therefore select
actives node on the basis of their residual energy and connec-
tivity with other nodes.

In this paper, we describe the basic concept of a flowing
sensor network, and discuss the design of algorithms for se-
lecting active nodes that can collect a large amount of sensing
data with small battery-powered flowing sensor nodes.

The rest of this paper is organized as follows. We discuss
background and related work in Section 2. In Section 3, we
introduce the basic concept and design of flowing sensor net-
works. The design of active node selection algorithms based
on existing clustering algorithms designed for stationary sen-
sor networks, LEACH [1] and HEED [2] is presented in Sec-
tion 4. We also propose an improved HEED-based algorithm
we developed. In section 5, we use simulation to compare the
performance of the algorithms in terms of reliability of data
collection. We conclude the paper in Section 6.

2 Related work

Zebranet[3] is the pioneer work of mobile sensor network.
In this system, sensor nodes attached to wild animals au-
tonomously form a network to transmit sensor data including
the position of the animals. The protocol used in Zebranet
does not support cooperative work (such as clustering) for
saving energy; moreover, the mobility pattern of animals are
assumed to be random. This system uses a mobile sink for
collecting data from the wild animals: it is a system that uses
mobile sensors and mobile sinks.

Systems that feature both mobile sinks and mobile sen-
sors are not popular due to the difficulty of predicting a given
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Figure 1: A typical flowing sensor network

node’s mobility. In contrast, much research attention has been
devoted to sensor networks using mobile sinks or relays [4][5].
In flowing sensor networks, sink nodes or access points do not
move, but sensor nodes move and work in a small duty cycle.
This makes it difficult to apply algorithms designed for sen-
sor networks with mobile sinks to flowing sensor networks
by directly replacing the relationship between sinks and sen-
sor nodes.

Many clustering algorithms have been proposed for reduc-
ing the energy consumption of sensor networks. Most of them
— LEACH [1], HEED[2], PEGASIS[6], DWEHC[7], etc. —
are designed for static sensor networks. Most of the clustering
algorithms for mobile nodes ()such as [8][9]) are designed for
mobile ad hoc networks in which the intermittent behavior of
sensor nodes is not considered. Though some clustering al-
gorithms and topology control algorithms (such as [10][11])
are designed for saving energy have been proposed, they as-
sume random mobility of nodes. In flowing sensor networks,
the mobility pattern works to decrease the density of sensor
nodes as time passes, and thus the algorithms for clustering
or selecting active nodes should be designed in consideration
of the characteristic mobility pattern.

There have been some recent research on the use of float-
ing sensors. Members of the Floating Sensor Network Project
at UC Berkeley are building a water monitoring system that
can be deployed in estuarine environments and rivers[12][13].
They have developed drifters comprised of a GPS unit, Zigbee
and GSM interfaces, and differential drive motors to move to
a desired GPS point, etc. Kim et al. have proposed a drifting
sensor for in-situ sewer gas monitoring, SewerSnort, and have
shown that the position of a drifting sensor node in a drainage
way can be estimated by using RSSI from access points[14].
However, to the best of our knowledge, algorithms for the
scheduling or clustering of sensor nodes for reliable data de-
livery and longevity of the network in which sensor nodes
have limited chances to connect to access points have not been
proposed.

3 Flowing sensor network

The goal of a flowing sensor network is to uniformly col-
lect a great variety of data (such as images of the wall of a

water pipe, gas density, temperature, etc.) that are measured
by small battery-powered sensor nodes with cameras, gas sen-
sors, temperature sensors, etc. The group of sensor nodes is
put into a waterway such as a drainage way or river and then
transported along with the water flow. The sensor nodes do
not have any controllable mobility functions, which makes it
difficult to accurately predict the positions of the nodes after
they are put into the waterway.

We assume that the sensor nodes have to send measured
data to one of neighboring nodes and that the data are for-
warded by the node to an AP when it can communicate with
the AP. We explain this assumption as follows.

If the waterway is an underground drainage way, the po-
sitions in which APs can be installed are limited. Manholes
are suitable locations for installing APs because it is easy to
place and maintain APs there, and to connect them to the sink
node of the network via wired or wireless links. Considering
the convenience of maintaining the APs and the connectivity
between the APs and the other side of the manholes, it is fea-
sible to install APs near the covers of manholes, as shown in
Fig. 1.

The distance between the manhole cover and the drainage
pipe is about 3–10m and there are land masses and the walls
of the manhole and the drainage pipe, it is not easy to make
the communication range from the APs to sensor nodes float-
ing in the waterway long. This makes the communication
between APs and sensor nodes intermittent. However, the
communication range between sensor nodes is broader than
between APs and sensor nodes.

When a sensor node wants to communicate with an AP, it
first has to find the AP. To receive the signal from the AP, the
sensor node has to keep the communication interface active
in order to receive the signal from the AP, which is problem-
atic because it consumes so much of the limited energy in the
battery. However, if we keep the communication interface of
only a small portion of the sensor nodes active, we can reduce
the total energy consumption.

We assume that active nodes receive data measured by their
neighboring nodes and forward the data to APs when they can
communicate with one of them. Non-active nodes, which are
called normal nodes periodically wake up and measure the
condition of their current position and then send the data to
whichever active node they can communicate with. After that,
they go back to sleep.

In the rest of the paper, we assume the following condi-
tions.

• The number of sensor nodes that can measure and for-
ward data may suddenly decrease due to waterway branches,
water leakage, and node failure.

• The distance between sensor nodes gradually increases
as they drift downstream due to the effect of the water
current. This means that the number of one-hop neigh-
bors per node decreases over time.

• Since GPS cannot be used underground, it is impossible
for each sensor node to know its precise position. The
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sensor nodes can therefore not predict when they will
find the next AP with any accuracy.

• The battery capacity on sensor nodes is limited, and
wireless communication is the dominating factor of the
energy consumption of the sensor nodes. If the com-
munication interface is always on, the battery runs out
before the sensor node reaches the end of the waterway.

• The system clocks of the sensor nodes are synchronized
so that sleeping nodes can wake up at the same time
and communicate with each other within a reasonable
time margin. This can be achieved by synchronizing
the clock of each node with APs when the node is ac-
tive.

4 Active node selection

4.1 Objectives of active node selection
When selecting active nodes in flowing sensor networks,

the following conflicting objectives need to be considered.

1. Longevity: Prolonging the system lifetime so that the
sensor nodes can observe a wide area.

2. Reliability: Maintaining the connectivity between nor-
mal nodes and active nodes so that the measured data
can be forwarded to APs quickly and reliably.

If the first objective is given priority, the system has to de-
crease the number of active nodes even if some normal nodes
lose connectivity as a result. Thus the measured data may
not be forwarded to an active node immediately. The normal
nodes that cannot send data to active nodes may break down
before they even get a chance to meet the active nodes.

On the other hand, if the system gives priority to the sec-
ond objective, the number of active node in the systems will
increase. This is because if the the distance between nodes
increases due to the water flow, many active nodes are needed
to guarantee the connectivity between normal nodes and ac-
tive nodes. As a result, even if the active nodes are changed
depending on the situation, sensor nodes in the system will
consume their energy too quickly, thus shortening the system
lifetime.

As the start point of the development of algorithms for se-
lecting active nodes in flowing sensor networks, we inves-
tigated the performance of active node selection algorithms
based on two famous clustering algorithms designed for static
sensor networks: LEACH[1] and HEED[2]. The LEACH-
based algorithm prioritizes the first objective while the HEED-
based algorithm prioritizes the second one. We also designed
an additional algorithm, which is a modification of the HEED-
based algorithm, that can balance the two objectives.

4.2 LEACH-based algorithm
4.2.1 LEACH

Low Energy Adaptive Clustering Hierarchy (LEACH) is one
of the most popular clustering algorithms for WSNs [1]. It

Cluster formation

Sensing  

Round  

Sensing  

Figure 2: Structure of a round of LEACH and HEED.

forms clusters of sensor nodes on the basis of received signal
strength and uses the cluster head (CH) nodes as routers to the
base station. Note that in this paper the “CH” in LEACH and
“active node” have the same meaning.

LEACH periodically forms clusters by using a distributed
algorithm, in which nodes make autonomous decisions with-
out any centralized control. A cluster is formed at the be-
ginning of each round, which consists of a cluster-forming
period and a sensing period, as shown in Fig. 2. Initially, a
node decides to be a CH with a probability p and broadcasts
its decision. Each non-CH node (normal node) determines its
cluster by choosing the CH that can be reached using the least
communication energy — in other words, the closest one. The
CH role is rotated periodically among the nodes of the cluster
in order to balance the load. The rotation is performed by get-
ting each node to choose a random number T between 0 and
1. A node becomes a CH for the current rotation round if the
number is less than the following threshold:

T (i) =

{ p
1−p(r mod (1/P )) if i ∈ G

0 otherwise,
(1)

where p is the desired percentage of CH nodes in the sensor
population, r is the current round number, and G is the set of
nodes that have not been CHs in the last 1/p rounds.

4.2.2 LEACH-based active node selection in flowing sen-
sor networks

Although LEACH assumes that all sensor nodes can commu-
nicate with a base station, it is unrealistic to assume that all
flowing sensor nodes in a pipe or river can communicate with
all APs. We assume that the communication range of the sen-
sor nodes is limited. Thus, if the distance between a normal
node and its closest active node is great, the sensor node can-
not communicate with the active node. This prevents the sen-
sor node from sending measured data.

4.3 HEED-based algorithm
Since LEACH selects cluster heads on the basis of given

probability and the history of each node being a CH, the po-
sitions of CHs, the distribution of the size of clusters, and
the distribution of the number of clusters in each round may
be unbalanced. This unbalance causes the concentration of
energy consumption on some nodes. Therefore a large num-
ber of algorithms have been proposed to improve LEACH,
including HEED[2], PEGASIS[6], etc.

Hybrid Energy-Efficient Distributed Clustering (HEED) [2]
is a distributed clustering scheme in which CH nodes are picked
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from among the deployed sensors. HEED considers a hybrid
of energy and communication cost when selecting CHs. Un-
like LEACH, it does not select CH nodes randomly, only sen-
sor nodes that have a high residual energy can become CH
nodes. HEED has three main characteristics:

• The probability of two nodes within their transmission
range becoming CHs is small. This means that, unlike
LEACH, CHs are well distributed in the network.

• Energy consumption is not assumed to be uniform for
all the nodes.

• For a given sensor’s transmission range, the probabil-
ity of CH selection can be adjusted to ensure inter-CH
connectivity.

In HEED, each node is mapped to exactly one cluster and
can directly communicate with its CH. The algorithm is di-
vided into three phases:

1. Initialization phase: The algorithm first sets an initial
percentage of CHs among all sensors. This percentage
value, Cprobe, is used to limit the initial CH announce-
ments to the other sensors. Each sensor sets its proba-
bility of becoming a cluster head, CHprob, as follows:

CHprob = Cprob · Eresidual/Emax, (2)

where Eresidual is the current energy in the sensor and
Emax is the maximum energy (which corresponds to a
fully charged battery). CHprob is not allowed to fall
below a certain threshold pmin, which is selected to be
inversely proportional to Emax.

2. Repetition phase: During this phase, every sensor node
goes through several iterations until it finds the CH that
it can transmit to with the least cost. The cost can be
the density of nodes, the distance between other nodes
or the residual energy of the node. If it hears from no
CH, the node elects itself to be a CH and sends an an-
nouncement message to its neighbors informing them
about the change of status. Finally, each sensor doubles
its CHprob value and goes to the next iteration of this
phase. It stops executing this phase when its CHprob

reaches one. There are two types of CH status that a
sensor could announce to its neighbors:

• Tentative status: The sensor becomes a tentative
CH if its CHprob is less than 1. It can change
its status to a regular node at a later iteration if it
finds a lower-cost CH.

• Final status: The sensor permanently becomes a
CH if its CHprob has reached 1.

The number of iteration for obtaining Final CHs, Niter

does not depend on the number of nodes in the network,
Niter = O(1).

3. Finalization phase: During this phase, each sensor makes
a final decision on its status. It either picks the least-
cost CH or declares itself a CH.

(a) LEACH-based algorithm: Some nodes may lose connectivity to active nodes.

(b) HEED-based algorithm: Every node has connectivity to at least one active node.

(c) Improved HEED-based algorithm: Active nodes go to sleep at probability calculated

on the basis of the node density.

Sleep

Figure 3: Difference between three active node selection al-
gorithms

4.3.1 HEED-based active node selection in flowing sen-
sor networks

In the HEED-based algorithm, nodes select active nodes so
that at least one active nodes (= CH) exists in their one-hop
communication area in consideration of their residual energy
at the beginning of each round.

HEED uses messages sent periodically from each node,
heart beat messages (HBMs), to calculate the costs for choos-
ing CHs. If a node receives an HBM, it saves the sender’s
ID, the signal strength, geographical position, and any other
relevant data to its neighbor list. Each node then uses this in-
formation to calculate the density of nodes, distances between
neighboring nodes, etc. to use as a final cost.

HEED is designed to be used in stationary sensor networks,
and thus the network topology rarely changes. The cost value
can only be changed due to battery exhaustion, a decrease
in the number of nodes due to node failure, and the deploy-
ment of new nodes. This means that, after the initial HBM
exchange at the beginning of the network, nodes do not have
to send HBMs very frequently.

Flowing sensor networks of course are different in that they
assume that nodes always move and the topology of the net-
work frequently changes. Thus nodes have to send HBMs fre-
quently to calculate the cost. However, the frequent transmis-
sion of HBMs wastes node energy. In this paper, we assume
that nodes do not send HBMs and use the ratio of residual
energy and the initial energy as the cost.

4.4 Improved HEED-based algorithm
The HEED-based algorithm selects active nodes so that ev-

ery normal node can communicate with at least one active
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node directly. Thus the number of active nodes increases as
the sensor nodes spread widely when drifting downstream.
When the number of neighboring nodes is small, it is espe-
cially important that each node frequently becomes an active
node. This is problematic because it consumes battery energy
very quickly. To avoid such a condition, we developed an
improved HEED-based algorithm.

Our improved HEED-based algorithm allows each active
node to go to sleep with a probability calculated on the basis
of the number of neighboring nodes. In this paper we assume
the probability psleep of an active node is calculated as fol-
lows.

psleep = 1−min(αNneighbors/Nall, 1) (3)

where Nneighbors is the number of neighbors of the active
node, Nall is the number of all sensor nodes that are placed in
the waterway at the same time, and α is a positive real num-
ber. Active nodes periodically calculate psleep and go to sleep
according to the value until the next timing for calculating
psleep.

Thus the connectivity between normal nodes and active
nodes and between active nodes and APs decreases as the
node density becomes small. However, the nodes — espe-
cially those with a small number of neighbors — save en-
ergy by rarely becoming active, which means they can sur-
vive longer and the system can collect more data from a wide
area. Figure 3 shows a comparison of the LEACH, HEED,
and improved HEED-based algorithms.

5 Simulation

5.1 Simulation Model
To evaluate the performance of the three algorithms in flow-

ing sensor networks, we constructed a cellular automaton-
based node mobility model (Fig. 4). The model is designed
so that it can present partitions of sensor node groups due to
the random behavior of water flow. A waterway is presented
as 5 × 200 cells. The size of each cell is 10 × 10 m. In the
model, only one node can exist in a cell and nodes move to
the closest cell to the right if there is no node with probability
pm. If pm is 1.0, all nodes move to the right cell simultane-
ously. If pm is 0.5, half of the nodes try to move right and the
rest remain stationary. Thus, the degree of node dispersion is
highest when pm = 0.5. The decision about node movement
is made from the right-end nodes to the left. At the begin-
ning of the simulations, two nodes existed at the two left-end
columns of each line. APs are located every 20 cells. An ac-
tive node can only send data to an AP if it exists in the same
column as the AP. Each normal node can send data to the
closest active node provided the horizontal distance between
them is less than 6 cells. The vertical distance is ignored.

At each time step (= 10 seconds), all nodes, including ac-
tive nodes, measure the sensor value of their current cell and
send the data to the closest active node if there is one in their
communication range. Each normal node discards the data
item after sending it to an active node. Each active node stores
the received data items until it encounters an AP, to which
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Figure 4: Simulation model

Table 1: Simulation Parameters.

Parameter Value
Mobility Model Round length: N 5 steps

pm 0.7–1.0
pe 0, 0.001

Energy model Eelec 50nJ/bit
Eamp 10pJ/bit/m2

Ei 95.1mJ/s
d0 75m

Initial energy 15J

it then forwards the data. If an active node can communi-
cate with an AP, it sends the stored data items to the AP and
then discards them. After these operations, the positions of all
nodes are updated using the mobility model. In the improved
HEED-algorithm, all active nodes calculate psleep at the be-
ginning of each time step. Each active node sleeps according
to psleep value during the time step. When it is sleeping, it
does not receive data from neighboring normal nodes.

The length of each round is five time steps. At the begin-
ning of each round, active nodes are selected using one of the
three algorithms. If an active node that has stored data items
becomes a normal node, it forwards the data items to a new
active node and then discards the items. Each node can hold
up to 100 data items. If a node obtains a new data item when
it already has 100, it chooses one of the original items to dis-
card.

We used an energy consumption model similar to a model
presented in [2] (Eq. (4)(5)) and typical energy consumption
of MicaZ [15] (Eq. (6)). In the following equations, d is the
distance between nodes and nb is the packet length. The val-
ues of Eelec, Eamp, Eidle, and d0 are shown in Table 1.

Send : ET =

{
nb(Eelec + Eamp · d2) if d < d0
nb(Eelec + Eamp · d4) if d ≥ d0

(4)

Receive : ER = nb · Eelec (5)

Idle Listening : EI = Eelec · t (6)
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Figure 5: Effect of parameters of LEACH and HEED on the
number of collected unique data items

In this simulation model, packet transmissions for forming
clusters and data are considered. We assume that the size of
all control packets for forming LEACH and HEED cluster is
50 bytes and the data size per data item measured at each time
step is 50 bytes. We do not consider the effect of the size of
the packet header or MAC operation.

Each node breaks down at each round with probability pe.
Once a node breaks down or has consumed all its energy, it
does not communicate with other nodes.

We performed a preliminary simulation to determine the
optimal performance of each algorithm.We tested p for LEACH
in Eq. (1), Cprob for HEED and improved-HEED in Eq. (2),
and α for improved-HEED in Eq. (3) when pm = 1.0. We ob-
tained the distribution of the number of unique data items of
each cell. Duplicated data items obtained by different sensor
nodes are treated as one item.

Figure 5 (a), (b), and (c) show the results of the prelimi-
nary simulation. The graphs show the cumulative distribution
function (CDF) of the number of collected unique data items
obtained by 100 simulation runs of each parameter. These re-

sults promoted us to use p = 0.1, Cprob = 0.2, and α = 1.0.

5.2 Simulation Results

Figures 6(a)–(e) show the CDF of the number of collected
unique data items. These results were obtained by 100 simu-
lation runs for each of the scenarios with various pm and pe.
We used the same parameters for the LEACH and HEED op-
erations that were used in the previous subsection. Note that
the number of collected unique data items implicitly presents
the similar characteristic presented by network life time which
is often used for the performance evaluation of stationary wire-
less sensor networks. This is because, if many nodes have ex-
hausted their battery and lost the connectivity to active nodes,
APs or sink nodes, only small amount of data can be col-
lected in both stationary sensor networks and flowing sensor
networks.

For all pm values, our improved HEED-based algorithm
was able to collect data from the widest area. The effect of
node failure was small for all algorithms.

When all nodes moved in a group, pm = 1.0, both the
HEED and the improved HEED-based algorithms outperformed
LEACH-based algorithm. This is because the selection of ac-
tive nodes in the LEACH-based algorithm depends on fixed
probability. Assuming Nall is the number of nodes, all nodes
are not active at probability (1− p)Nall in the LEACH-based
algorithm. Thus, normal nodes may lose the chance to for-
ward data to an active node even if all nodes move as a group.
Adding to this, even if all nodes are in cells where they can
communicate with an AP, none of the nodes are active at the
probability. Furthermore, multiple nodes may become active
simultaneously and consume excessive energy even though
the network might not need more than one active node. In
contrast, only one node is active when the HEED-based algo-
rithm is used when pm = 1.0. Consequently, measured data
can be forwarded to APs reliably and the sensor nodes can
save their energy.

When pm became less than 1.0 and approaches 0.5, the po-
sitions of sensor nodes tend to disperse. As pm approached
0.5, the performance of HEED worsened. This is because, in
the HEED-based algorithm, active nodes are selected so that
every normal node can communicate with at least one active
node. Therefore, as the sensor nodes disperse, more active
nodes exist in the system, energy is consumed more quickly
and the nodes exhaust their energy before they reach the end
of the waterway. In contrast, the LEACH-based algorithm is
less sensitive to the dispersion of nodes because the number
of active nodes is not affected by the connectivity between
nodes. However, this algorithm does not guarantee that every
normal node can communicate with an active node, and mea-
sured data by a normal node cannot be sent to an AP imme-
diately after it obtains the data if there are no active neighbor
nodes. Note that measured data items can be stored locally at
each node. Thus, even if the node cannot send the measured
data item immediately, it can always forward the data item to
an active node in the future.

The improved HEED-baaed algorithm outperformed both
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Figure 6: Effect of pm on the number of collected unique data
items

the LEACH-based and HEED-based algorithms. This is be-
cause it balances the energy consumption by multiple active
nodes and the connectivity between normal nodes and active
nodes by allowing active nodes go to sleep depending on the
number of neighboring nodes.

6 Conclusions

We described the concept of flowing sensor networks and
evaluated two active node selection algorithms for such net-
works, LEACH-based algorithm and HEED-based algorithm,
that are based on existing clustering algorithms originally de-
signed for static sensor networks. We also proposed an im-
proved HEED-based algorithm for overcoming the weaknesses
of the LEACH-based algorithm and HEED-based one. We
conducted a simulation of these algorithms using a simplified
node mobility and communication model. Results demon-
strate the importance of balancing the connectivity of active
nodes with other nodes, which is the priority with HEED,
and the total number of active nodes in the network, which
is priority with LEACH. Our improved HEED-based algo-
rithm balances these two factors and outperforms the other
two algorithms. In our future work, we need to perform a
detailed simulation considering real node movements in wa-
terways and wireless communication networks.
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