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Abstract

An image retrieval method targeted to mobile devices is
proposed in this paper. The method is based on an efficient
segmentation method that obtains the most significant regions
in the picture. These regions are found using a neural network-
based color quantization over the morphological scale space
of the images. The features of each segment are then used to
index images in a database. The images also contain physical
location context, by means of GPS, and the retrieval system
is used as a part of an intelligent mobile interface. The re-
trieval method is compared with methods based on color his-
tograms, showing the increase in speed, recall and precision,
while maintaining interactive speeds in mobile devices.

Keywords: Image Retrieval, Mobile Applications, Color Seg-
mentation

1 Introduction

The ever-growing collections of images available today cre-
ate an increasing necessity for image retrieval systems. In
recent years, cheaper memories and cheaper cameras have al-
lowed the rapid expansion of digital imagery in mobile phones.
Users take pictures almost daily and in a wide range of envi-
ronments. While Computer Vision has solved a great vari-
ety of image classification and comparison problems in nar-
row domains, for broad domains the problem remains sparse.
Broad domains have a large pictorial variety which is called
the sensory gap, that is, the gap between the object in the
world and the information in a description derived from a
recording of that scene. For that reason, search by associa-
tion is the most employed technique for broad domains [10].

Search by association usually requires highly interactive
techniques. In order to decrease the feedback load from the
user part, in this work we take two different countermeasures.
The first one is to roughly classify images in basic categories
to be able to get some of the advantages from category search,
usually used to browse catalogs. The second measure is to im-
prove the association capability by getting closer to the object
level. This is accomplished by using scale space blobs that
preserve geometric information.

The market of embedded devices has increased almost ex-
ponentially during the last decade. At the same time, the
digital camera has become an inseparable part of a mobile
phone. Applications have also been developed to make use of

that camera, other than just storing pictures, such as 2D-codes
readers [5], or even RPG games [20].

On the other hand, mobile search currently works with two
different text-based approaches; messaging-based mobile search
and browser-based mobile search. Messaging-based search is
not intuitive to use because of the precise way that queries
must be created, while browser-based search is more time
consuming because it requires more user interaction. How-
ever, for most queries, the information we want to retrieve
is more likely to be related to our current location. In such
case, we can think of a single-click-based interaction, where
the user press one button to take a picture, which triggers the
information retrieval process. Moreover, locality will have a
direct impact on the query size.

Our work contributes to the image retrieval field by provid-
ing a simple retrieval framework for mobile devices, along
with its realization in a novel application. To the best of
our knowledge, this is the first image retrieval system im-
plemented in a mobile phone. Moreover, the image database
naturally augments user’s knowledge of the environment by
just pressing one button in his phone, and thus transforming
the so far passive camera into a means of interaction. For
this purpose, we need to take into account some important
requirements in image retrieval systems for mobile devices;

1. robustness against blurring, noise, and chromatic aber-
rations;

2. fast response, interactive speed;

3. clever search, that is, learn as much as possible from
user’s context (location, time, etc.).

In this work, the retrieval system relies on a color-based
rough image segmentation algorithm based on the morpho-
logical scale space [1], robust under a wide variety of condi-
tions. The image is then represented by a few region-based
features, for fast and efficient retrieval. As opposed to other
methods, our algorithm works with fixed parameters and works
efficiently with local databases in a mobile framework, taking
into account contextual features such as the GPS location to
reduce the domain of the search.

This paper is organized as follows. In the next section, we
will review some related work on image retrieval, as well as
similar mobile applications. In Section 3 we will review our
segmentation algorithm, while showing how it can be applied
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to low quality images. Then, in Section 4 we will present
the structure of the database and how to access the images
in it. In Section 5, the implementation of the system in a 3G
mobile phone is described. Then, we will show some retrieval
and speed results that will bring us to the conclusions of this
work.

2 Related Work

The best well-known image retrieval system is probably the
IBM’s QBIC system [6]. This system works with color his-
tograms and rough partitions of the image. However, the key
for its success is the interactive query applet that allows the
user to sketch his own queries. Although designed for broad
domains, the best known working example works on the do-
main of an art gallery.

Kankanhalli et al.[11] proposed a combined color and spa-
tial clustering algorithm to obtain regions whose features are
used in image queries. However, they focus on searches on
an iconographic narrow domain. A different approach for
segmentation is shown in VisualSeek [19]. They use a back-
projection algorithm to assign colors using a similarity mea-
sure between neighbors. Nevertheless, they rely on color his-
tograms for representing each region, and we want to avoid
heavy memory usage in our mobile application, in order to
allow local processing.

The methods mentioned above either assume that we can
find objects at the initial scale, or they do not care about ob-
jects at all. Works that use the scale space theory [13] for
image retrieval try to overcome this. In the work of Mikola-
jczyk and Schmid, scale invariant interest points are used for
indexing, without using color information [14]. The Blob-
world system [2] proposes a new image representation trying
to find regions which roughly correspond to objects, by defin-
ing a general-purpose image segmentation method. In this
work, a similar but simpler segmentation algorithm, based on
morphology and color categorization will be used, introduced
in our previous work [9]. For a more detailed review on seg-
mentation methods, please check the survey of Cheng et al.
[3].

On the other hand, the main subtask of the framework pre-
sented in the introduction is to augment user’s environment,
providing, for instance, tourist information. Smart Sight [22]
is a system that tries to do so. However, the system is not
implemented in a mobile phone, but the user needs to carry a
laptop computer in her bag, and wear an earphone set to give
commands. Also, the information extracted from the environ-
ment depends on inefficient OCR techniques.

We believe that the touristic information database should be
built by local agencies, and leave for the mobile terminal the
task of optimizing the ways of querying such a database. Our
system makes use of image categorization to select subtasks
and limit queries on the sightseeing application. Moreover,
the compact representation of the image using morphological
color blobs minimizes the transmission load over the network.

Figure 1: Segmentation example. Form left to right: original
image; the result of color categorization; after applying the
occlusion N-sieve; and the resulting regions represented by
their mean color.

3 Color Segmentation

Blobs are low-level vision structures associated with ob-
jects in high-level vision. These structures appear in the linear
scale space when convoluted with a Gaussian function [13].
Because of this isotropic diffusion, the geometric information
is lost, and only information of size and position remains. To
overcome this, in this paper the morphological scale space [1]
will be used. By combining mathematical morphology we
can keep the geometry of the objects, while the good proper-
ties of the scale space remain valid, such as causality, regular-
ity, or affine invariance.

The segmentation algorithm is based on the occlusion N-
sieve operator [9],

Org =
n⋂

c
i=1

N rgi. (1)

The operator is implemented by quantizing the image g in
a few color categories using a neural network [7] and then ap-
plying N-sieves N r–a morphological closing followed by an
opening– independently to each color category or image layer
gi. The resulting regions are merged together over a support
background layer g0 following the criteria of occlusion maxi-
mization c, and thus, preventing oversegmentation. Assuming
a fixed color quantization network, the only parameter to set
is the scale r, related to the minimum size of a relevant object.

Figure 1 displays an example image from the ICMU 2006
web site, the picture after being color quantized, and the fi-
nal color regions. These regions will be stored in the image
database and used for queries. The internal scale of all the
images in the database is reduced by scaling the images to
a thumbnail of 60× 80 pixels, and the scale parameter r is
empirically fixed to 3, corresponding to a square structuring
element of 3×3.

All the images in the database have been taken with mobile
phones with cameras with different resolutions, in the range
of 300 Kpixels to 3.2 Mpixels. Notice that due to low quality
lenses, chromatic aberrations and blurring may be present in
the picture. Therefore, contours may not be clearly defined.
However, our purpose is not to extract clean contours, but to
locate meaningful regions that keep their original geometry as
much as possible. Figure 2 shows some fireworks taken with
a 5-year old mobile phone, at 120× 160 pixels. Notice the
appearance of green pixels and how they are ignored in the
segmented image. Gray pixels do not belong to any region,
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Figure 2: From left to right, original low resolution picture
with noise, the result of color categorization, and the result
of applying the occlusion sieve operator (showing the mean
color of each region). A magnified detail of the picture is
shown below. The color of the first zoomed image has been
equalized to maintain color contrast when printing.

Figure 3: From left to right, original blurry picture, the result
of color categorization, and the result of applying the occlu-
sion sieve operator. A magnified detail of the picture is shown
below.

but they are part of the support background layer g0. On the
other hand, Figure 3 shows a picture with blurred contours
taken with a 3.2 Mpixel phone. Notice in the magnified parts
how the blurring does not severely affect the already rough
segmentation.

Finally, in Figure 4 several examples of segmentations are
shown, taken in a wide range of environments with mobile
phones. For details of the implementation of the occlusion
N-sieve operator and a comparison with the mean-shift based
segmentation [4], please refer to our previous work [9].

4 Image Database Construction

Following the notation introduced in [21], we define an im-
age as three different entities: source, annotation and content.

The contribution of this work to the automatic annotation
of the image (semantics) is the categorization of the images
in four categories and the categorization of each individual
region in basic colors. The GPS location, date and time, as
well as manually introduced keywords, are also part of the
annotation. Contents are defined using the array of features

Figure 4: Segmentation examples of photographs taken under
different lighting conditions –indoors, outdoors, at night, with
backlight, etc.
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Figure 5: Database structure. f is the vector of features of
every region; h contains the bins of the color histogram; and
p, v, s, and c are the position, volume, shape and color of the
region histogram.

of the blobs of the image. Figure 5 summarizes the schema of
the image database, constructed using mySQL.

The web interface to the image database is a small Java
applet that talks to some dynamic PHP documents, where the
actual queries are performed. It allows loading image from
disk or from the network, as well as drawing sketches in a
small canvas. For the mobile application, a midlet1 will be the
interface to access the same documents, that will be rendered
in lower resolution.

The web interface lets the user select individual blobs and
search for similar objects in the database, or search for simi-
lar images. Similar images are defined using the composition
of blobs in the picture, or its color histogram. Color cate-
gories used as excluding keywords, and another manually in-
troduced keywords, can be used to restrict queries.

On the contrary, the mobile application is built under the
philosophy of the single click. Therefore, by default all the
blobs of the image are queried for scene matching, and the
GPS location is used as a default “keyword”.

1Midlet is the name given to Java applications for embedded devices,
while an applet is for the ones on web browsers.
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4.1 Contextual Information

The context in which the user takes a picture can be used
as a valuable information to restrict queries. The context is
both the environment where the user is located, and user’s in-
tention. The environment can give us information such as the
time of the day, the season of the year, or the geographical
location. Such information can be obtained if the device pro-
vides such commodities. User’s intention, however, refers to
the purpose of taking the picture. Particularly, it is important
to know whether she is interested in a person appearing in the
picture, or the building behind that person. To approximate
user’s intention, we propose the use of image categorization.

4.1.1 Automatic Annotation: Image Categories.

Our image categories are defined in terms of task-oriented
two-class classifiers. There are three main tasks we want to
focus on. The first one is retrieving sightseeing information
from a place, thus, it is important to distinguish between city
views and natural scenes. The next task is to efficiently store
the images in an album. It is important to distinguish between
pictures of friends, and other pictures. Therefore, a portrait
and non-portrait classifier is needed. The last task is related
to reading text and codes from pictures. We need a classifier
that tells us whether there is text or not in the picture. These
three binary classifiers can be semantically expressed as four
excluding basic image categories, by ordering them by task
preference:

1. Portrait: Images that contain faces of relevant size;

2. Text: Images that contain a text region of relevant size;

3. Artificial: Scenes that contain mostly products of en-
gineering, such as buildings, cars, etc.;

4. Natural: Scenes that contain natural objects, such as
vegetation or food.

Notice that, when excluding text, this classification corre-
sponds to the two major axes revealed in the experiments of
[17], “human vs. non-human” and “natural vs. manmade”.
Further subdivision to derive new semantic categories is pos-
sible, such as the set of 20 categories experimentally defined
by Mojsilović and Rogowitz [16]. The learning of our four
categories is done by training an intermediate backpropaga-
tion network with the features of each region, and a percep-
tron that uses the histogram of these to categorize the images
[7].

4.1.2 Device Context: Using GPS.

When taking pictures with digital cameras, non-pictorial in-
formation is also stored with the picture. This metadata usu-
ally contains the configuration of the camera when the picture
was taken, and the time. In some mobile phones, it is also

possible to obtain the geographical location using the Global
Positioning System (GPS), a satellite navigation system2.

This information is important to restrict the queries for ob-
taining sightseeing information. If we take a picture of a
building, the query will limit the scope to the artificial im-
ages around the area. The default range is 100 meters, value
that corresponds to the positioning error. In our implemen-
tation, we just use the euclidean distance to the geographic
coordinates, although it is also possible to extend the mySQL
database with GIS extensions that allow spatial indexing. More-
over, the proposed system could be integrated with other location-
based content search systems such as LocationWeb [18].

4.2 Indexing Image Contents

For every single region or color blob in the image, we ex-
tract position, shape and color features. These were used to
train a neural network for image categorization. For the im-
age retrieval system, the selected blob features are its center
of gravity (x,y); its volume respect the image (v); its volume
respect its bounding box (vbb); its color, represented by the
average, deviation and skewness on each band, (μc,σc,sc),
being c the band in the L*a*b* color model in this paper;
and its shape, represented by an elongation measure E , and
its orientation θ . Every region is represented by a vector of
these features f , and the image is represented by a set { f}.
For later comparison, the image is also represented by a HSI
color histogram of 166 bins; 18 bins for Hue, 3 for Saturation
and 3 for Intensity, plus 4 additional gray levels, as proposed
in VisualSeek [19]. These features, except for the shape, and a
basic set of possible queries were presented in previous work
[8].

In this work we introduce the elongation measure to indi-
cate whether an object has a main growing direction, and it is
defined as

E = min

( |x′′ − y′′|+ |x′y′|
max(x′′, |x′y′|,y′′) ,1

)
, (2)

where x′′, y′′ and x′y′ are the second momentums of the
object. The orientation of a region is given by

θ = atan

(
y′′ − x′y′

x′′ − x′y′

)
. (3)

The orientation distance do is then computed as

do =
1
2
E1E2(1− cosα)+ |E1 −E2| (4)

where α is the angle between both regions, obtained with
the equation

cosα = cosθ1 · cosθ2 + sinθ1 · sinθ2. (5)

.

2Actually, most devices use the distances to antenna receivers to inter-
polate their position, instead of making real use of the satellite navigation
system. The GPS system was designed by and is controlled by the United
States Department of Defense.
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Figure 6: Distances between different sample objects. Left-
right, up-down: angular distance (1 − cosα); elongation
product E1E2; elongation and angle do; elongation, angle, and
geometry.

The orientation is important to distinguish, for instance, the
horizon from a vertical bar, assuming that the images are ori-
ented parallel to the horizon. But it makes only sense for
elongated regions, since for others there is no predominant
orientation. The proposed orientation distance do tries to rep-
resent this fact. Figure 6 shows the table of distances between
several sample regions; the darker the cell, the closer the ob-
jects. The table on top left shows only the angular distance.
Because round regions end up with a default orientation of
45◦, they match tilted lines in that direction. The last matrix
shows all the combined features, except for color, showing
the expected behavior.

In this work we also added a region histogram using the
set of features { f}. This histogram contains nine spatial po-
sitions, five sizes, fourteen colors, and three shapes. Figure 7
shows the regions used as reference. Each segment of a seg-
mented image is represented with the closest reference object.
The histogram is then built by counting the number of pixels
participating in a given position, shape, and color, and the
number of regions of a given size, normalized by the image
size and the total number of regions, respectively. For in-
stance, the fourth picture in Figure 7 has a position histogram
of nine bins, each valued 0.02, since there is a region of that
relative size near each grid center. The shape histogram has
a bin of 0.02× 9 = 0.18, the bin corresponding to the circle,
and two zero bins, for the squares. The same value will ap-
pear in the white bin of the color histogram, since it’s the only
color in the drawing. As for the sizes, there are nine regions
of the smallest size, and they are the total number of regions,
so the bin representing that size will be valued 1, and zero for
the rest.

Then, we define the distance between two images A and B
as

Figure 7: Reference objects for shape (circle and oriented
rectangles), position (centers of a 3× 3 grid), and size (5%,
20%, 40%, 60%, and 80% of the image size).

dimage(A,B) =

wp〈hA
p,h

B
p〉+ws〈hA

s ,hB
s 〉+wc〈hA

c ,hB
c 〉+wv〈hA

v ,hB
v 〉, (6)

where hA
p is the position histogram of image A, hA

s its shape

histogram, hA
c its color histogram, hA

v its size histogram, 〈·〉 is
the euclidean distance, and wp, ws, wc, and wv are weights for
each feature. In this paper, these weights are empirically set
to 0.125, 0.125, 0.25, and 0.5, respectively.

For the web interface, an applet let us interact easily with
the system. The applet is the same we introduced in previous
work [8]. The system, with further explanations, can also be
found online 3.

5 Low-level Vision on a 3G Mobile

To demonstrate the simple but efficient nature of our seg-
mentation approach, we have implemented and tested the color
blobs based algorithm for third generation (3G) mobile phones.
The segmentation algorithm depends on the morphological
scale space and the color categorization operator. Because
the complexity of our N-Sieves implementation for indexed
images is of O(n2), where n is the number of regions, we
opted to apply only the color quantization step, and send the
quantized image over the network.

The color categorization process depends on neural net-
works, having a sigmoidal activation function. Therefore, op-
erations with real numbers are needed, which are not possible
in most embedded CPUs. But since the process is static, it
is also possible to store all the outputs for all the RGB color
space in a look-up table. However, for true-color images the
space is represented with 24 bits, so the table would have 16
million inputs. The maximum program size for the A5406CA
phone is 150 KB, following the EZ Application Phase 3 spec-
ification [12], so this table can not be stored. Thus, we first
map the image into a 16 bit color space, where the table will
be just 64 KB. The quantization of an image of 80×60 pixels
takes only 0.2 seconds, and it occupies only 2400 bytes, since
two pixels can be encoded in a single byte (the color palette
can be stored in 4 bits). This is then sent to the image server
to process the query.

The image categorization process can also be stored as a
look-up table. The categorization is used to automatically se-
lect tasks;

1) for portraits, the image is to be stored in the portrait
folder;

3http://www.img.cs.titech.ac.jp/ ∼david/research.html.
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Figure 8: EZ mobile application for image retrieval. Color
has been quantized and the image is to be sent to the database.

2) for text, the image is passed to the 2D code reader. If it
fails, is stored selecting lossless compression (e.g. PNG
format), or passed to a text recognition algorithm where
available;

3) for artificial or natural pictures, the color quantized
image, along with the GPS information, is sent to the
database and a PHP page is rendered in the display.

The whole application, with the compressed look-up table,
occupies 14 KB. Its interface is shown in Figure 8.

6 Results

In our experiments, we compare the retrieval capabilities
of the region histogram against color histograms and our pre-
vious method. We use the recall and precision measures, de-
fined as

recall =
#{relevant ∈ {retrieved}}

#{relevant} (7)

precision =
#{relevant ∈ {retrieved}}

#{retrieved} . (8)

The 1484 images in our database have been manually la-
beled with non-exclusive multiple keywords, that are used to
tell which images resulting from a query are relevant. The se-
lected keywords in our experiments are “toy”, ”flower”, ”por-
trait”, and ”building”, respectively having 9, 31, 122, and 136
relevant images. Figure 9 shows random samples of each
category. To build the recall-precision graphs, every image
from a given category is used as query, the precision com-
puted for increasing recall values, and finally averaged by the
total number of relevant images in that group.

Figure 10 shows the recall-precision graphs for every im-
age category and for the four different methods tested. “Re-
gions” refers to the distance between region histograms, as
defined in equation (6). For the HSI color histogram, simply
referred as “histogram” in the figure, the euclidean distance is
used. These are compared with two composition-based met-
rics. One is the fuzzy logic query presented in Blobworld [2]
and used in our previous work [8], defined as,

dimage(A,B) = max
i∈A

{min
j∈B

(dblob(i, j))}, (9)

where dblob is the distance between each image segment
and in this work also includes the orientation distance do. In
the graphs, this query is referred as “maxmin”. The last type
of query, referred in the graph as “summin”, is just the sum of
minimum distances, that is,

dimage(A,B) = ∑
i∈A

min
j∈B

(dblob(i, j)). (10)

In the graphs we can observe that the sum of minimum
distances performs similar to the fuzzy query. Also, that our
method gives better results for “broad domains”, that is, when
not looking for a very specific object like the toy, in which the
sum of minimum blob distances gives better precision in aver-
age. Color histograms also perform well in this case because
the color of the object is constant across images (not so the
background).

This means that it is difficult to tell apart particular objects
using region histograms, but the method is good to tell big
group categories apart, such as portraits or buildings. In fact,
for particular objects, as discussed in previous experiments
[8], the best approach it is to rely on user interaction: the user
should select the most relevant target region, and start a query
using regions distance. Figure 11 shows a query example for
the “toy” object, where the user has manually selected the
centered pink toy. Notice that by doing so it is easy to retrieve
relevant images with completely different backgrounds.

In general, the precision of all queries is quite low. This is
because in broad domains pictures are depicted in very vary-
ing ways. Even a photograph of the same object, taken at
different times of the day or from different angles may eas-
ily alter the results of the query. This fact emphasizes the
importance of the aid of contextual information such as the
GPS location. For instance, the precision for the “building”
query for all the methods triples if we restrict the query to im-
ages taken inside our university, since most of the buildings
are plain gray and separated from each other. Moreover, by
pre-classifying the images with an image categorization neu-
ral network, we can narrow the search easily in some cases.

Apart from the recall and precision, the speed of the queries
has been also computed. Since the complexity of the fuzzy
and sum queries is of O(n2), where n is the number of re-
gions in all the database –20,731 objects–, they are the slow-
est methods. In our database, the average retrieval time of
both types of queries is 3.57 minutes. In contrast, histograms
retrieval time is linear to the number of images in the database
–1484 images–, being the average retrieval time for color his-
tograms 0.32 seconds, and 0.173 seconds for region histograms,
the fastest of the methods. Figure 12 is a plot of the retrieval
speed of the different methods for different database sizes,
computed averaging random queries4. At the farthest point
(210 = 1024 images), our method, the fastest of the four, still
responds at a fair speed. Since we can expect small queries
when querying in context, that is, restricting by GPS location,
the system can scale well for bigger databases.

4MySQL server v5, Debian Linux, CPU P-III 1GHz, 512 MB RAM
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7 Conclusions and Future Work

In this paper, an efficient method for image segmentation
using color categorization over the morphological scale space
has been applied to image retrieval on a broad domain of dig-
ital photographs. The retrieval system has been implemented
in a 3G mobile phone, in an application that aims to augment
user’s experience of the environment by providing local sight-
seeing information. The locality property of these devices,
that is, GPS-capable phones, allows the reduction of the query
load. Thus, the requirements for mobile image retrieval, ro-
bustness, efficiency, and locality, have been met.

Two new distance metrics have also been introduced. The
first one is used to measure the orientation of elongated ob-
jects, and the second one is a region histogram used to rep-
resent the whole image. Using region histograms for queries
results on faster and more precise queries for general images.

The proposed framework is compatible with other segmen-
tation algorithms. However, the color categorization step adds
knowledge and speed to the segmentation, while decreasing
the load over the network. Subjects of future research include
a further discussion on the choice of the color categories and
its impact on different databases [15], a more precise image
labeling [16], and the integration with GIS databases [18].
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Figure 9: Sample images of the groups “toy”, ”flower”, ”por-
trait”, and ”building”, respectively.

Figure 10: Recall-precision graphs.

Figure 11: Interactive query example. The user selects the
pink object and images with similar regions are retrieved.

Figure 12: Retrieval speeds for different database sizes. The
horizontal axis is the log2 of the number of images in the
database, and the vertical one is the retrieval speed in seconds.
The right graph is a scaled version of the left one.
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